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1) Duration
This courseLV444.152 is a one-semestercourseand consistsof 12 lectures
(seeOverviewin Slide1-1) eachwith a duration of 90 minutes.
2) Topics
This course covers the computer science aspects of biomedical informatics (= medical
informatics + bioinformatics) with a focuson new topics suchasȰÂÉÇÄÁÔÁȱconcentrating on
algorithmic and methodological issues.
3) Audience
This course is suited for students of Biomedical Engineering (253), students of Telematics
(411), students of Software Engineering (524, 924) and students of Informatics (521, 921)
with interest in the computational sciences with the application area biomedicine and
health . PhDstudentsand international studentsare cordially welcome.
4) Language
The languageof Scienceand Engineering is English, as it was Greek in ancient times and
Latin in mediaevaltimes,for more information pleaserefer to:

Holzinger, A. 2010. Process Guide for Students for Interdisciplinary Work in Computer
Science/Informatics.SecondEdition, Norderstedt: BoD.
http ://www .amazon.de/Process-Students-Interdisciplinary -Computer-
Informatics/dp/ 384232457X
http ://castor .tugraz.at/F?func=direct&doc_number=000403422
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1) AccompanyingReading

Holzinger, A. 2012. Biomedical Informatics: Computational Sciences meets Life 
Sciences, Norderstedt, BoD.

Thefirst edition of the lecture notes is availablewithin the university library, see:
http ://castor .tugraz.at/F?func=direct&doc_number=000431288

or via Amazon:
http ://www .amazon.de/Biomedical-Informatics-Lecture-Notes-444-152/dp/ 3848222191

2) Alternatively, you canread the Kindle-Edition on a mobile device:
http ://www .amazon.de/Biomedical-Informatics-Lecture-444-152-
ebook/dp/B 009GT0LIM/ref=dp_kinw_strp_1

3) Thesecondedition will be availablesoon,published by SpringerNew York.
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Thekeywords of the first lecture include:
1) Big DataɀOur world in dataɀfrom macroscopicdata to microscopicdata
2) What is Life?
3) ProteinsɀDNA& RNAɀCellɀTissueɀOrganɀCardiovascularSystems
4) MedicineɀInformatics ɀComputer
5) PersonalizedMedicine(between Standardizationand Individualization)
6) Translational Informatics ɀDataIntegration (data fusion)
7) OpenMedicalData
8) Biomarker Discovery
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The first lecture shall provide an insight into the fascinating world of data from various
dimensionsɀfrom the macroscopicto the microscopic. Youwill be rapidly aware of the fact
that two issuesare most challengingin science: time and space.

Note: The colloquial spacemost familiar to us is called the Euclidean vector space ᴙ
which is the spaceof all ὲ-tuples of real numbers ὼρȟὼςȟȣὼὲȢTheᴙ is therefore called
the Euclidean plane. In SpecialRelativity Theory of Albert Einstein, this Euclidean three-
dimensional spaceplus the time (often called fourth dimension) are unified into the so-
called Minkowski space. For us in data mining one of the most important spacesis the
Topological space.
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Ausubel (1960) hypothesized that learning and retention of unfamiliar but meaningful
verbal material can be facilitated by the advance introduction of relevant subsuming
concepts(organizers). A rapid skimming of the definitions abovemayhelp in that respect.

Ausubel, D. P. 1960. The use of advance organizers in the learning and retention of 
meaningful verbal material. Journal of Educational Psychology, 51, 267-272.
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Note: The current and future trend towards personalized medicine has resulted in an
explosion in the amount of biomedical data, most of them so-called Omics data, which
include but are not limited to data from:
Genomics= study of the genomesof organisms,DNA,geneticmapping, heterosis, epistasis,
pleiotropy etc.
Proteomics= study of proteins, especiallytheir structures, functions and interactions etc.
Metabolomics= study of chemicalprocessesinvolving metabolites,e.g. in the physiology of
a cell etc.
Lipidomics = study of pathwaysand networks of cellular lipids etc.
Transcriptomics = examinesthe expressionlevel of mRNAsetc.
Epigenetics= study of changesin geneexpressionor cellular phenotypesetc.
Microbiomics = study of microbiomes of an organism, i.e. the ecological community of
commensal,symbiotic,and pathogenicmicroorganismsthat shareor body spaceetc.
Fluxomics= study of the flow of fluid andmoleculeswithin the cell
Phenomics= study of the measurementof phenomese.g. physical and biochemical traits of
organisms

For Microbiomics read a current article:

http ://www .sciencemag.org/site/products/lst_ 20130510.xhtml

Cascante, M. & Marin, S. 2008. Metabolomics and fluxomics approaches. Essays
Biochemistry,45, 67-81.
http ://www .ncbi.nlm.nih.gov/pubmed/ 18793124
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Theabbreviationsand acronymsusedin this lecture are explainedhere.

Remark: DECis short for Digital Equipment Corporation and aka (= also known as) Digital
and was a major pioneer in the computer industry between 1957 and 1998, and its PDP
mainframe computers and the VAX (short for virtual address extension) were the most
widespreadof all minicomputers world wide.
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Thecourseconsistsof the following 12 lectures:
1. Introduction : Computer Science meets Life Sciences. We start with the basicsof life sciences,including biochemical

and genetic fundamentals, some cell-physiological basics and a brief overview about the human body; we answer the
questionȰ×ÈÁÔis biomedicalÉÎÆÏÒÍÁÔÉÃÓȱand we concludewith anoutlook into the future.

2. Fundamentals of Data, Information and Knowledge . In the 2nd lecture we start with a look on data sources,review
some data structures, discussstandardization versus structurization , review the differences between data, information
and knowledgeand closewith anoverview about information entropy.

3. Structured Data: Coding, Classification (ICD, SNOMED,MeSH,UMLS). In the 3rd lecture we focuson standardization,
ontologies and classifications, in particular on the International Statistical Classification of Diseases,the Systematized
Nomenclatureof Medicine,MedicalSubjectHeadingsand the Unified MedicalLanguage.

4. Biomedical Databases: Acquisition, Storage, Information Retrieval and Use. In the 4th lecture we get a first
impression of a hospital information system,we discusssome basics of data warehouse systemsand biomedical data
banksand we concentrateon information retrieval .

5. Semi structured, weakly structured and unstructured data. In the 5th lecture we review somebasicsof XML,before
we concentrate on network theory and discuss transcriptional regulatory networks, protein-protein networks and
metabolicnetworks.

6. Multimedia Data Mining and Knowledge Discovery . In the 6th lecture we determine types of knowledge, focus on the
basics of data mining and close with text mining and semantic methods, such as Latent Semantic Analysis, Latent
Dirichlet Allocation and Principal ComponentAnalysis.

7. Knowledge and Decision : Cognitive Science and Human-Computer Interaction . In the 7th lecture we review the
fundamentals of perception, attention and cognition and discuss the human decision making process,reasoning and
problem solving, learn someprinciples of differential diagnosisand a few basicson humanerror .

8. Biomedical Decision Making : Reasoning and Decision Support . In the 8th lecture we start with the question Ȱ#ÁÎ
computers help doctors to make better ÄÅÃÉÓÉÏÎÓȩȱȟand apply the basics from lecture 7 to the principles of decision
support systemsand casebasedreasoningsystems.

9. Interactive Information Visualization and Visual Analytics . In the 9th lecture we start with the basicsof visualization
scienceand review somevisualization methods,including Parallel Coordinates,RadialCoordinates,Star Plots and learn a
few things about the designof interactive visualizations.

10. Biomedical Information Systems and Medical Knowledge Management . In the 10th lecture we discuss workflow
modeling, some basics of business enterprise hospital information systems, Picture Archiving and Communication
Systemsand somestandards,including DICOMand HL-7.

11. Biomedical Data: Privacy, Safety and Security . In the 11th lecture we start with the famous IOMȰ7ÈÙdo accidents
ÈÁÐÐÅÎȩȱreport and its influence on safetyengineering,and concentrateon aspectsof data protection and privacy issues
of medicaldata.

12. Methodology for Information Systems: System Design, Usability and Evaluation . Finally in the 12th lecture we slip
into the developer perspective and have a look on design standards, usability engineering methods and on how we
evaluatesuchsystems.
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1) What is the challenge?
,ÅÔȭÓstart with a look at somemacroscopicdata: Here we seethe globular star cluster NGC
5139 OmegaCentauri, discovered by Edmund Halley in 1677, with a diameter of about 90
light years, including several millions of stars, and approx. 16,000 light-years away from
earth; look at the structure ɀand consider the aspectof time: when our eyesrecognizethis
structure - it might evenno longer exist.

Time and space are the most fascinating principles of our world (Hawking, Penrose &
Atiyah,1996).

2) Our challengeis Big Data.

References:

Hawking, S. W., Penrose,R. & Atiyah, M. 1996. The nature of spaceand time, Princeton
University PressPrinceton.

Image credit: ESO. Acknowledgement: A. Grado/INAF-Capodimonte Observatory, Online
availablevia: http ://www .eso.org/public/images/eso 1119b
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The languageof nature is mathematicsand what you cannot expressin mathematical terms
you cannotmeasure(RogerBacon,1214-1294)

1) Above: point cloud data set in an arbitrarily high dimensionalspace

2) Left: Thepersistenceof memory (Time) by SalvadorDali
http ://en .wikipedia.org/wiki/The_Persistence_of_Memory

3) Right: A Klein-Bottle ɀthe synonymfor ȰÁÌÇÅÂÒÁÉÃÔÏÐÏÌÏÇÙȱ
http ://paulbourke .net/geometry/klein/

Recentexampleto read on data and time:
Rakthanmanon, T., Campana, B., Mueen, A., Batista, G., Westover, B., Zhu, Q., Zakaria, J. &
Keogh, E. 2013. Addressing Big Data Time Series: Mining Trillions of Time Series
SubsequencesUnder Dynamic Time Warping. ACMTransactions on Knowledge Discovery
and DataMining, 7, (3), 1-31.

Recentexampleto read on data and space:
lÕËÁÓÉË, S. & Kulczycki, P. 2013. Using Topology Preservation Measures for
Multidimensional Intelligent Data Analysis in the ReducedFeature Space. In: Rutkowski, L.,
Korytkowski , M., Scherer, R., Tadeusiewicz, R., Zadeh, L. & Zurada, J. (eds.) Artificial
Intelligenceand SoftComputing.SpringerBerlin Heidelberg,pp. 184-193.
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From these large macroscopic structures let us switch to tiny microscopic structures:
Proteins . Theseare organic compoundshaving large moleculescomposedof long chainsof
amino acids. Proteins are essential for all living organisms and are used by cells for
performing and controlling cellular processes,including degradation and biosynthesis of
molecules, physiological signaling, energy storage and conversion, formation of cellular
structures etc. Protein structures are determined with crystallographic methods or by
nuclear magnetic resonance spectroscopy. Once the atomic coordinates of the protein
structure have been determined, a table of these coordinates is deposited into a protein
database (PDB), an international repository for 3D structure files (seeᴼ,ÅÃÔÕÒÅ4). In Slide
1-3 we seesuch a structure and the data, representing the mean positions of the entities
within the substance,their chemicalrelationship etc. (Wiltgen & Holzinger,2005).
Structures of protein complexes,determined by X-ray crystallography, and the data stored
in the PDB database. X-ray crystallography is a standard method to analyze the
arrangementof objects (atoms,molecules)within a crystal structure. This data contains the
meanpositions of the entities within the substance,their chemicalrelationship, and various
others. If a medical professional looks at the data, he or she seesonly lengthy tables of
numbers,the quest is now to get knowledgeout of this data (seeSlide1-4).

Reference:
Wiltgen, M. & Holzinger, A. 2005. Visualization in Bioinformatics: Protein Structures with
Physicochemicaland Biological Annotations. In: Zara,J. & Sloup, J. (eds.) Central European
Multimedia and Virtual Reality Conference(available in EGEurographics Library) . Prague:
CzechTechnicalUniversity (CTU),pp. 69-74.
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It is essential to make such structures visible to the domain experts, so that they can
understand and gain out knowledge ɀfor instance, it may lead to the discovery of new,
unknown structures in order to modify drugs; the transformation of such information into
knowledge is vital for prevention and treatment of diseases,consequently a contribution
towards personalizedmedicine. This picture shows the 3D structure of the numbers seenin
Slide 1-3. The Tumor necrosis factor TNF (upper part - which causesthe death of a cell) is
ȰÉÎÔÅÒÁÃÔÉÎÇȱwith the receptor (lower part) . The residues at the macromolecular interface
are visualized in a ȰÂÁÌÌ-and-ÓÔÉÃËȱrepresentation. The covalent bonds are represented as
sticks betweenatoms. The atomsare the balls. The rest of the two chainsare representedas
ribbons. Residuenamesand numbers of the TNFreceptor are labeled. The hydrogen bonds
are representedby theseyellow dotted lines (Wiltgen,Holzinger& Tilz,2007).

References:

Wiltgen, M., Holzinger, A. & Tilz, G. P. 2007. Interactive Analysis and Visualization of
Macromolecular Interfaces BetweenProteins. In: Lecture Notes in Computer Science(LNCS
4799). Berlin, Heidelberg,New York: Springer,pp. 199-212.
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Goodexamplesfor data intensive, highly complex microscopic structures are yeast protein
networks. Yeast is a eukaryotic micro-organism (fungus), consisting of single oval cells,
which asexuallyreproducesby budding,capableof converting sugarinto alcoholand carbon
dioxide. There are 1,500 known species currently, estimated to be only 1% of all yeast
species. Yeastsare unicellular, typically measuring4 µm in diameter. In this slide we seethe
first protein-protein interaction (PPI) network (Jeong et al., 2001): Saccharomyces
cerevisiae. It is perhaps the most useful yeast,used for brewing, winemaking, and baking
since ancient times. This S. cerevisiae PPI network contains 1,870 proteins as nodes,
connected by 2,240 identified direct physical interactions, and is derived from combined,
non-overlapping data, obtained mostly by systematic two-hybrid analyses. The nodes are
the proteins; the links between them are the physical interactions (bindings), red nodesare
lethal, green nodes are non-lethal, orange nodes are slow growing and yellow are not yet
known.

References:

Jeong, H., Mason,S. P., Barabasi, A. L. & Oltvai, Z. N. 2001. Lethality and centrality in protein
networks.Nature,411, (6833), 41-42.
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PPIs are essential for all biological processes,and compiling them provides insights into
protein functions. Networks are relevant from a systemsbiology point of view, as they help
to uncover the generic organization principles of functional cellular networks, when both
spatial and temporal aspectsof interactions are considered(Ge, Walhout & Vidal, 2003). In
Slide 1-6 we see the first visualization of a human PPI (Stelzl et al., 2005). Most cellular
processes rely on such networks (Barabási & Oltvai, 2004), and a breakdown of such
networks is responsible for most human diseases(Barabási, Gulbahce& Loscalzo, 2011).
Light blue nodes are known proteins, orange nodes are diseaseproteins, yellow nodes
are not known yet. Contrastthis imageto Slide1-2 and look at the similarities .

Remark: There is a nice Video available, called Powers-of-Ten, which demonstrate the
dimensionsof both worlds very good,it is online availablevia:
http ://www .powersof10.com

The 1977 production by Charlesand Ray Eamestakes us on an adventure in magnitudes:
Starting at a picnic by the lakeside in Chicago,this famous film transports us to the outer
edgesof the universe. Every ten secondswe view the starting point from ten times farther
out until our own galaxy is visible only as a speckof light amongmany others. Returning -
we move inward- into the hand of the picnicker - with ten times more magnification every
ten seconds. Our journey ends inside a proton of a carbon atom within a DNAmolecule in a
white blood cell.
http ://www .youtube.com/watch?v=0fKBhvDjuy0

A similar interactive visualization, focused on biological structures can be found here:
http ://learn .genetics.utah.edu/content/begin/cells/scale
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Network biology aims to understand the behavior of cellular networks; a parallel field
within medicine is called network medicine and aims to uncover the role of such networks
in human disease.To demonstrate the similarity to non-natural structures, we seein Slide1-
7 the visualization of the Blogosphere.

Hurst (2007) mapped this imageasa result of six weeks of observation: denselypopulated
areas represent the most active portions of the blogosphere. By showing only the links in
the graph, we can get a far better look at the structure than if we include all the nodes. In
this image, we are looking at the core of the Blogosphere: The dark edges show the
reciprocal links (where A hascited B and vice versa), the lighter edgesindicate a-reciprocal
links. The larger, denser area of the graph is that part of the Blogosphere generally
characterized by socio-political discussion and the periphery contains some topical
groupings.

http ://datamining .typepad.com/gallery/blogosphere-sketch.png
http ://datamining .typepad.com/gallery/blog -map-gallery.html
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A final example in Slide 1-8 shows the principle of viral marketing. The idea is to spread
indirect messageswhich in return suggestspreading them further . If you press the Like-
button in Facebook,a similar processstarts,similar to an epidemic in public health.

Aral (2011) calls this behavior contagionand it is of much importance for researchto know
how human behavior can spread. We can mine massesof social network data in order to
gain knowledge about the contagion of information, which is of interest for the health area,
in particular for public health. A current trend of research is Opinion Mining, where you
analyzesuchdatasets(Petzet al., 2012), (Petzet al., 2013).

References:

Petz, G., Karpowicz, M., Fürschuß, H., Auinger, A., Winkler, S., Schaller,S. & Holzinger, A.
2012. On Text Preprocessingfor Opinion Mining Outside of Laboratory Environments. In:
LectureNotesin ComputerScience,LNCS7669. Berlin Heidelberg: Springer,pp. 618-629.

Petz, G., Karpowicz, M., Fürschuß, H., Auinger, A.,3ÔĠþÔÅÓËĻ, V. & Holzinger, A. 2013. Opinion
Mining on the Web 2.0 ɀCharacteristicsof User GeneratedContent and Their Impacts. In:
LectureNotesin ComputerScienceLNCS7947.Heidelberg,Berlin: Springer,pp. 35-46.

16WS 2013/14



A. Holzinger                                                                                                                 LV 444.152

A disease is rarely a consequenceof an abnormality in a single gene, but reflects the
perturbations of the complex intracellular network .
The emerging tools of network medicine offer a platform to explore systematically the
molecular complexity of a particular disease. This can lead to the identification of disease
pathways, but also the molecular relationships between apparently distinct pathological
phenotypes. Advancesin this direction are essential to identify new disease-genesand to
identify drug targets andbiomarkers for complexdiseases,seeᴼ3ÌÉÄÅ1-9.

In this slide we seea human disease network : the nodes are diseases; two diseasesare
linked if they shareone or severaldisease-associatedgenes. Not shown are small clusters of
isolated diseases. The node color reflects the diseaseclassof the corresponding diseasesto
which they belong,cancersappearingasblue nodesand neurological diseasesasred nodes.
The node size correlates with the number of genes known to be associated with the
correspondingdisease(Barabási,Gulbahce& Loscalzo,2011).

17WS 2013/14



A. Holzinger                                                                                                                 LV 444.152

Erwin Schrödinger (1887-1961), Nobel Prize in Physicsin 1933. Schrödinger provided in
1943 a series of lectures entitled Ȱ7ÈÁÔIs Life? The Physical Aspect of the Living Cell
and -ÉÎÄȱ(Schrödinger, 1944). He described some fundamental differences between
animate and inanimate matter, and raised some hypotheses about the nature and
molecular structure of genes ɀten years before the discoveries of Crick & Watson
(1953 ). The rules of life seemed to violate fundamental interactions between physical
particles such as electrons and protons. It is as if the organic molecules in the cell have a
kind of ȰËÎÏ×ÌÅÄÇÅȱthat they are living (Westra et al., 2007). It is both interesting and
important to acceptthe fact that despite all external influences,this ȰÍÁÃÈÉÎÅÒÙȱis working
now for more than 3.8 billion years (Schidlowski,1988), (Mojzsiset al., 1996).

Remark: JustsomeȰÉÍÐÏÒÔÁÎÔÆÉÇÕÒÅÓȱ:
1) Ageof our SolarSystem= 4,5 Billion years(= 4,500,000,000 = 4,5 x 109)
2) OldestEvidenceof life = 3,8 Billion years
3) First larger animalson earth = 0,5 Billion years
4) First mammalson earth = 0,2 Billion years
5) Humanson earth = 0,002 Billion years(=2,000,000 years)
6) Modern humans= 0,0002 Billion years(= 200,000 years)
7) Oldestfound human(Ötzi) = 5,300 years

A timeline of ÌÉÆÅȭÓevolution canbe found here:
http ://exploringorigins .org/timeline .html
Reference:
Westra, R., Tuyls, K., Saeys, Y. & Nowé, A. 2007. Knowledge Discovery and Emergent
Complexity in Bioinformatics. In: Tuyls, K., Westra, R., Saeys, Y. & Nowé, A. (eds.) Knowledge
Discoveryand EmergentComplexity in Bioinformatics.SpringerBerlin Heidelberg,pp.1-9.
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3ÃÈÒĘÄÉÎÇÅÒȭÓearly ideas encouragedmany scientists to investigate the molecular basis of
life and he stated that information (negative entropy) is the abstract conceptthat quantifies
the notion of this order amongstthe building blocksof life.

Life is a fantastic interplay of matter, energy, and information, and essential functions of
living beings correspond to the generation, consumption, processing, preservation and
duplication for information . Scientists in Artificial Intelligence (AI) and Artificial Life (AL)
are interested in understanding the properties of living organismsto build artificial systems
that exhibit these properties for useful purposes. AI researchersare interested mostly in
perception, cognition and generation of action, whereas AL focuses on evolution,
reproduction, morphogenesisand metabolism(Brooks,2001).

Reference:
Brooks,R. 2001.Therelationship betweenmatter and life.Nature,409, (6818), 409-411.
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All complexlife is composedof eukaryotic (nucleated) cells (Lane& Martin, 2010). A good
example of such a cell is the Protist EuglenaGracilis (in GermanȰAugentierchenȱɊwith a
length of approx.30ʈÍ.

It is alsovery interesting that in contrast to a few laws that govern the interactions between
the few really elementary physical particles, there are at least tens of thousandsof different
genesand proteins, with millions of possible interactions, and each of these interactions
obeys its own peculiarities. Consequently, in the life sciences are different processes
involved including transcription, translation and subsequent folding (Hunter, 2009).
Advancesin bioinformatics generatemassesof biological data, increasing the discrepancy
between what is observed and what is actually known about ÌÉÆÅȭÓorganization at the
molecular level. Knowledge Discovery plays an important role for the understanding, for
getting insights and for sensemakingof the massesof observeddata (Holzinger,2013).

References:

Hunter, L. 2009. The Processesof Life: An introduction to molecular biology, Cambridge
(MA), MIT Press.

Holzinger,A. 2013. HumanɀComputer Interaction & KnowledgeDiscovery(HCI-KDD): What
is the benefit of bringing those two fields to work together? In: Alfredo Cuzzocrea, C. K.,
Dimitris E. Simos, Edgar Weippl, Lida Xu (ed.) Multidisciplinary Researchand Practice for
Information Systems,Springer Lecture Notes in Computer ScienceLNCS8127. Heidelberg,
Berlin, New York: Springer,pp. 319-328.
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The human body is made up of trillions of cell (this is big data!). To get a ȰÂÉÇÐÉÃÔÕÒÅȱwe
have a first look on the whole body: The average70 kg adult contains approximately σɇ
ρπ atoms and contains about 60 different chemical elements and is build up by
approximatelyρπ cells. Thecell is the basicbuilding block and consistsof supramolecular
complexes, chromosomes, plasma membrans etc., consisting of macromolecules (DNA,
proteins, cellulose) and monomeric units, such as nucleotides, amino acid, etc. Very
interesting is the large amount of human microbiome, which include microorganisms
(bacteria, fungi and archaea) that resides on the surface and in deep layers of skin, in the
saliva and oral mucosa,in the conjunctiva, and in the gastrointestinal tracts. Studiesof the
human microbiome have revealed that healthy individuals differ remarkably. Much of this
diversity remains unexplained, although diet, environment, host genetics and early
microbial exposure have all been implicated. Accordingly, to characterize the ecology of
human-associatedmicrobial communities, the Human Microbiome Project hasanalysedthe
largest cohort and set of distinct, clinically relevant body habitats so far (Mitreva, 2012).
From the discovery of DNA to the sequencing of the human genome, the formation of
biological moleculesfrom geneto RNAand protein hasbeenthe central tenet of biology. Yet
the origins of many diseases, including allergy, Alzheimer's disease, asthma, autism,
diabetes, inflammatory bowel disease, multiple sclerosis, Parkinson's disease and
rheumatoid arthritis, continue to evadeour understanding(Marth, 2008).

References:
Mitreva, M. 2012. Structure, function and diversity of the healthy human microbiome.
Nature,486, 207-214.
Marth, J. D. 2008. A unified vision of the building blocks of life. Nat Cell Biol, 10, (9), 1015-
1015.
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22

To understand the big picture in slide 1-12, we follow the central dogma of molecular
biology, which states that DNA is transcribed into RNAand translated into protein (Crick,
1970): DNAᴼRNAᴼProteinᴼCellularPhenotype
Similarly, there is a central dogma of genomics,which states (Pevsner,2009): Genomeᴼ
TranscriptomeᴼProteomeᴼCellularPhenotype
Threeperspectivesarise from thosefundamentals:
1) Thecell,2) the organism,and 3) Thetree of life (evolution) .
The cell is the basicbuilding block of all organismsand forms organsand tissue. Before we
look at this fantastic building block of life, let us first look at the fundamental building blocks
of the cell.
References:
Crick,F.1970. CentralDogmaof MolecularBiology.Nature,227, (5258), 561-563.
Pevsner,J. 2009. Bioinformatics and functional genomics,Hoboken(NJ),JohnWiley & Sons.

Note: Proteins are large biological moleculesconsistingof one or more chainsof amino acidsand they vary from
one to another mainly in their sequenceof amino acids,which is dictated by the nucleotide sequenceof their
genes,and which usually results in folding of the protein into a specific three-dimensional structure that
determines its activity . Proteins perform a variety of functions and they regulate cellular and physiological
activities. The functional properties of proteins depend on their three-dimensional structures. The native
structure of a protein can be experimentally determined using X-ray crystallography, nuclear magnetic
resonance (NMR) spectroscopy or electron microscopy. Over the past 40 years, the structures of 55,000+
proteins have been determined. On the other hand, the amino acid sequencesare determined for more than
eight million proteins. The specific sequenceof amino acids in a polypeptide chain folds to generate compact
domains with a particular three-dimensional structure. The polypeptide chain itself contains all the necessary
information to specify its three-dimensional structure. Deciphering the three-dimensional structure of a protein
from its amino acid sequenceis a long-standinggoal in molecular and computational biology (Gromiha,2010).
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From Amino -acid to Proteinstructures in seven steps:

1) Aminoacid . Protein sequencesconsist of 20 different amino acids serving as building blocks of proteins. Amino acids
contain a central carbon atom,calledAlpha Carbon(Ca) which is attachedto a hydrogen atom (H), an amino group (NH2),
and a carboxyl group (COOH). The letter R indicates the presenceof a side chain, which distinguishes eachamino acid
(Hunter,2009).

2) Protein chain . Several amino acids form a protein chain, in which the amino group of the first amino acid and the
carboxyl group of the last amino acid remain intact, and the chain is said to extend from the amino (N) to the carboxyl (C)
terminus. This chain of amino acids is called a polypeptide chain,main chain,or backbone. Amino acids in a polypeptide
chain lack a hydrogen atom at the amino terminal and an OH group at the carboxyl terminal (except at the ends), and
henceamino acids are also called amino acid residues (simply residues). Nature selectsthe combination of amino acid
residuesto form polypeptide chains for their function, similar to the combination of alphabetsto form meaningful words
and sentences.Thesepolypeptide chainsthat havespecificfunctions are calledproteins.

3) Protein structure . Depending on their complexity, protein molecules may be described by four levels of structure:
primary, secondary,tertiary, and quaternary. Becauseof the advancementsin the understanding of protein structures,
two additional levels such as super-secondary and domain have been proposed between secondary and tertiary
structures. A stableclustering of severalelementsof secondarystructures is referred to asa super-secondarystructure. A
somewhat higher level of structure is the domain, which refers to a compact region and distinct structural unit within a
largepolypeptide chain.

4) 3a) Primary Structure . The linear sequenceof amino acid residues in a protein is describedby the primary structure: It
includes all the covalent bonds between amino acids. The relative spatial arrangement of the linked amino acids is
unspecified.

5) 3b) Secondary Structure . Regular,recurring arrangements in spaceof adjacent amino acid residues in a polypeptide
chain are described by the secondarystructure. It is maintained by hydrogen bonds (see the dotted lines in Slide 1-4)
between amide hydrogens and carbonyl oxygensof the peptide backbone. The main secondarystructures area-helices
andb-folding-structures (b-sheets). The polypeptide backboneis tightly coiled around the long axis of the molecule,and
Rgroupsof the amino acid residuesprotrude outward from the helicalbackbone.

6) 3c) Tertiary structure . It refers to the spatial relationship among all amino acids in a polypeptide; it is the complete
three-dimensional structure of the polypeptide with atomic details. Tertiary structures are stabilized by interactions of
sidechainsof non-neighboring amino acid residuesand primarily by non-covalentinteractions.

7) 3d) Quaternary structure . This refers to the spatial relationship of the polypeptides or subunits within a protein and is
the associationof two or more polypeptide chains into a multi -subunit or oligomeric protein. The polypeptide chains of
an oligomeric protein may be identical or different . Thequaternary structure also includes the cofactor and other metals,
which form the catalytic unit and functional proteins (Gromiha,2010).

Reference: Gromiha,M.M.2010.Protein Bioinformatics,Amsterdam,Elsevier.
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All biological mechanismsin the living cell involve protein molecules,consequentlyproteins
are central componentsof cellular organization and function. The mechanisticview that the
structure (the ȰÓÈÁÐÅȱin the ribbon diagrams, see Slide 1-15), manages the biological
function in proteins has been confirmed in wet laboratory experiments. A unique set of
atomscomposea protein moleculeand determines to a great extent the spatial arrangement
by these atoms for biological function. The state in which a protein carries its biological
activity is called the protein native state. Microscopically,this macro-state is an ensembleof
native conformations also referred to as the native state ensemble. Proteins fold from a
highly disordered state into a highly ordered one. The folding problem hasbeenstated as
predicting the tertiary structure from sequential information . The ensemble of
unfolded forms may not be asdisordered asbelieved,and the native form of many proteins
may not be described by a single conformation, but rather an ensemble. For the
quantification of the relative disorder in the folded and unfolded ensemblesentropy (see
ᴼ,ÅÃÔÕÒÅ2) measures are suitable. The tertiary structure of a protein is basically the
overall, unique, three dimensional folding of a protein. In a protein folding diagram (ribbon
diagram) we can recognize the beta pleated sheets (ribbons with arrows) and the alpha
helical regions(barrel shapedstructures).
References:
Anfinsen, C. B. 1973. Principles that Govern the Folding of Protein Chains. Science,181,
(4096), 223-230.
Dill, K. A., Bromberg, S., Yue, K., Chan,H. S., Ftebig, K. M., Yee,D. P. & Thomas,P. D. 1995.
Principles of protein foldingɂa perspective from simple exact models. Protein Science,4,
(4), 561-602.

24WS 2013/14


